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Purpose: Volumetric medical image registration has important clinical significance. Traditional reg-
istration methods may be time-consuming when processing large volumetric data due to their itera-
tive optimizations. In contrast, existing deep learning-based networks can obtain the registration
quickly. However, most of them require independent rigid alignment before deformable registration;
these two steps are often performed separately and cannot be end-to-end.

Methods: We propose an end-to-end joint affine and deformable network for three-dimensional
(3D) medical image registration. The proposed network combines two deformation methods; the first
one is for obtaining affine alignment and the second one is a deformable subnetwork for achieving
the nonrigid registration. The parameters of the two subnetworks are shared. The global and local
similarity measures are used as loss functions for the two subnetworks, respectively. Moreover, an
anatomical similarity loss is devised to weakly supervise the training of the whole registration net-
work. Finally, the trained network can perform deformable registration in one forward pass.

Results: The efficacy of our network was extensively evaluated on three public brain MRI datasets
including Mindboggle101, LPBA40, and IXI. Experimental results demonstrate our network consis-
tently outperformed several state-of-the-art methods with respect to the metrics of Dice index (DSC),
Hausdorff distance (HD), and average symmetric surface distance (ASSD).

Conclusions: The proposed network provides accurate and robust volumetric registration without
any pre-alignment requirement, which facilitates the end-to-end deformable registration. © 2020
American Association of Physicists in Medicine [https://doi.org/10.1002/mp.14674]

Key words: affine alignment, brain MRI, convolutional neural networks, deformable image registra-
tion, end-to-end registration

1. INTRODUCTION

Registration plays an important role in the field of medical
image computing to establish the pixel-wise correspondences
between different images.' By doing so, mono-/multi-modal-
ity information can be fused into the same coordinate system,
which provides more convenient and reliable guidance for
doctors to make diagnosis, treatment plan, and follow-ups.
Many algorithms'™ have been proposed over the past few
decades. However, registration is still a challenging task. Tra-
ditional registration methods may be computationally expen-
sive and time-consuming due to their iterative optimizations.
Furthermore, most nonrigid registration methods require an
independent rigid alignment before conducting the deform-
able registration®; these two steps are often performed
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separately thus cannot be jointly optimized. Therefore, effi-
cient and accurate medical image registration is still our
research objective.

As illustrated in Fig. 1, the aim of registration is to match
all corresponding anatomical points in two images to the
same coordinate system through plausible spatial transforma-
tion. The output of registration should insure all anatomical
structures, or at least all of the diagnostic/surgical sites on
both images are matched together. Let F and M denote a fixed
and a moving image, respectively. The goal of registration is
to predict the optimal deformation W that optimizes the
energy function: S (F,MoW)+Z(W), where % defines
similarity criterion and # regularizes the deformation to
match any specific properties in the solution. To this end, sev-
eral nonlinear deformation algorithms® have been proposed,
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(a) Fixed

(b) Moving

(c) Deformation (d) Warped

FiG. 1. Illustration of image registration. Given a fixed image (a) and a moving image (b), a deformation field (c) is predicted to warp the moving image so that

warped image (d) and fixed image (a) are registered.

such as large diffeomorphic distance metric mapping
(LDDMM),6 standard symmetric normalization (SyN),7 and
Demons.® Most registration algorithms require both a mea-
sure of the similarity between moving and fixed images (such
as sum of squared differences (SSD),9 cross-correlation
(CC),lO normalized cross-correlation (NCC),11 mutual infor-
mation (MI),12 and normalized mutual information (NMI),13
etc.), and an optimization strategy to maximize the similarity
between images. Therefore, these algorithms require a lot of
iterations thus may take a relatively long time to deal with
large data.

In recent years, deep learning models have been widely
studied for the registration task.'*'> Fan et al.'® applied a
supervised deep learning approach for image registration
by using obtained ground-truth deformation fields as the
supervision information of the network. Uzunova et al."”
generated highly expressed models from very few training
samples. Specifically, Uzunova et al. synthesized a large
amount of realistic ground-truth data using model-based
approach for the training of registration network. The
problem with aforementioned supervised learning methods
is that the quality of the registration relies heavily on the
ground-truth data; however, unlike detection or segmenta-
tion tasks, it is always difficult to acquire registration
ground-truth. In contrast, the common practice of unsuper-
vised registration network is to generate the desired defor-
mation field through similarity evaluation between images,
and then obtain a warped image through spatial trans-
former networks (STN)."® Rohé et al."” employed the U-
net architecture”® to predict the deformation field of the
three-dimensional (3D) cardiac MR images and used the
SSD as the similarity loss function. Li et al.*' developed a
learning-based method to predict deformation parameters
using a fully convolutional network, but this is a two-di-
mensional (2D) network that tends to ignore the overall
3D information. Balakrishnan et al.** proposed an unsu-
pervised 3D network with cross-correlation as its loss
function. However, the prerequisite of this network was
another rigid alignment. Cao et al.>> proposed a convolu-
tional neural network (CNN)-based regression model to
directly learn the complex mapping from the input image
pair but the input of this network was patch-wise data
instead of the whole image. Duan et al.>* proposed a mul-
tiscale framework to obtain the deformation field and
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added a discriminator to determine whether the registration
was well enough. Hu et al.”> used semi-supervised label
similarity to train their network to perform MR-transrectal
ultrasound registration. The weakly supervised network
could provide more reliable registration but still requires a
small amount of manual annotations.

In this study, we propose an end-to-end joint affine and
deformable network for brain magnetic resonance image
(MRI) registration. The proposed network combines affine
alignment and deformable registration. Given two images to
be registered, the affine alignment subnetwork is used to pre-
dict the affine transformation, and the deformable subnetwork
is employed to conduct nonrigid registration. Two subnet-
works are cascaded and they share network parameters to
maximize network performance while reducing parameters.
The whole network is trained using a weakly supervised man-
ner by calculating the global and local similarities of image
pairs, and also an anatomical similarity measure. Finally, the
trained network can perform deformable registration in one
forward pass. Experimental results show that our network can
realize volume registration effectively without any pre-align-
ment requirement, which facilitates the end-to-end deform-
able registration.

Some of the preliminary results were previously published
in an EMBC 2020 paper.”® This article has considerable dif-
ference compared with the conference paper,”® which consists
of: (a) A new anatomical similarity loss. We devise this new
loss to evaluate the structure similarity and to weakly super-
vise the training of the registration network. By simultane-
ously calculating the intensity and structure based
similarities, the network performs more accurate registration.
(b) Comparison of time efficiency. We show the comparison
of inference and training time between our method and the
state-of-the-art methods. (c) New experiments. We compare
one more cutting-edge registration network.”” We conduct
ablation study to validate the contribution of the devised
affine component and anatomical similarity loss. We show
more detailed comparison results.

The rest of this article is described as follows. Section 2
introduces the specific details of the proposed registration
network. Section 3 shows the registration performance of
our network and several compared methods. Sections 4
and 5 present the discussion and conclusion of this study,
respectively.
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2. MATERIALS AND METHODS

The proposed registration network is illustrated in Fig. 2. We
denote the input volumetric image pair of the registration net-
work as a fixed image (F) and a moving image (M). The pro-
posed network connects two subnetworks in a cascade manner
to realize the deformable registration of F and M. It first learns
the affine deformation, which stands for rotation, translation,
scaling and shearing transformations. According to the affine
alignment, the deformable subnetwork generates the 3D non-
rigid deformation filed, which is then used by a spatial trans-
former to warp the moving image for the final registration.

2.A. Affine alignment subnetwork

The affine alignment subnetwork aims to align M with F
by only considering the affine deformation. As shown in the
green dash box of Fig. 2, let F and M be the input of this sub-
network, we model the affine alignment function
fo(F,M)=u using a CNN model, where u is an affine
matrix containing 12 degrees of freedom. The CNN consists
of four convolutional blocks and three downsampling blocks,
a pooling layer and a linear layer. In our implementation, each
convolutional block consists of a convolution layer with ker-
nel size of 3 X 3 X 3 and stride of 1, a Leaky Relu activation
layer,28 and a batch normalization layerzg; the number of fil-
ters in each convolutional layer are (16, 32, 32, 32). Each
downsampling block consists of a convolution layer with ker-
nel size of 3 X 3 X 3 and stride of 2. The subnetwork then
generates an affine matrix through a global average pooling
and a linear layer and finally outputs an affine-aligned image
(A) volume after re-sampling. The affine alignment subnet-
work is same with the downsampling part of the subsequent
deformable subnetwork, which we design by means of

parameter sharing. The detailed structure of the downsam-
pling part is shown in the dotted black box in Fig. 3. The pur-
pose is not only to reduce the parameters of the network but
also to make the characteristics extracted by the two subnet-
works consistently and robustly. In our implementation, we
employ the cross-correlation of two images as the loss func-
tion of this affine alignment subnetwork. Taking into account
the overall characteristics of the affine alignment, we adopt a
global cross-correlation'® similarity:

(;(F(p,-) —F(p,)(A(p) —A(p))’

(Z(F(p) —Fp)) (T, (A(p) —Alp)*

Di

Loy =—

)

where A = u(M), F and A are fixed image and affine aligned
image, respectively; F and A denote images with local mean
intensities subtracted; and p,€Q denotes each voxel in
images, where Q is the whole image domain.

2.B. Deformable subnetwork

The fixed and moving images are roughly aligned by affine
subnetwork. In order to improve the registration accuracy, the
deformable subnetwork further provides the nonrigid registra-
tion. The orange dash box in Fig. 2 presents an overview of the
deformable subnetwork. The input of this subnetwork is F' and
affine aligned image A. We model another function
8o(F,A)=¢, where ¢ is a nonrigid deformation field. The
backbone architecture of this deformable subnetwork is based
on U-Net,”” which consists of an encoder-decoder with skip
connections. This subnetwork generates the nonrigid deforma-
tion field associated with the whole volume. As shown in
Fig. 3, this subnetwork contains three downsampling layers and
three upsampling layers with intervening residual modules. In
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FiG. 2. The proposed joint affine and deformable 3D network for nonrigid image registration. The dashed lines indicate data flow only required in training phase.
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FiG. 3. The detailed design of the deformable subnetwork. The number of channels is shown above the rectangle and the initial channel number is 2.

TaBLE I. The DSC (%), Hausdorff distance (HD), and average symmetric surface distance (ASSD) results (mean + SD) of different affine alignment methods

Methods Frontal Parital Occipital Temporal Cingulate
DSC (%) Before registration 16.3 + 8.1 209 £ 6.3 16.6 + 7.6 21.6 £ 6.6 15.6 £9.9
ANTS 333 +£43 299 £ 3.6 26.4 + 4.8 334 +£45 36.6 £+ 6.6
Freesurfer 329 £2.38 29.6 £ 3.0 279 £ 3.5 343 £33 345+ 49
Our affine alignment 335+ 4.0 314 + 3.9 31.0 + 3.1 36.0 + 3.1 374 £ 175
HD Before registration 183 £49 185 £ 53 19.5 £ 4.5 10.6 £ 3.5 824 £ 09
ANTS 14.6 £ 2.5 144 £ 3.0 159 £ 45 833 £29 9.12 £22
Freesurfer 145 + 4.1 14.0 + 4.2 19.1 £59 10.0 £ 2.4 822+ 1.2
Our affine alignment 143 + 4.1 14.6 £ 3.2 145 + 4.0 8.30 +£ 2.3 8.20 £ 2.0
ASSD Before registration 4.28 £+ 2.66 2.82 £ 1.09 399 £23 2.84 £ 1.03 1.99 + 0.49
ANTS 1.81 £ 0.27 228 +£0.31 2.34 £ 0.99 1.82 + 0.61 2.15 £ 0.83
Freesurfer 2.14 + 0.32 2.14 £ 0.36 213 + 042 1.71 + 0.46 1.57 £ 0.31
Our affine alignment 2.46 £ 0.91 1.95 + 0.50 1.64 + 0.32 1.73 £+ 0.61 1.45 + 0.60

The best results are shown in bold.

the encoding path, the four convolutional blocks and three
downsampling blocks are set alternatively to gradually reduce
the spatial dimension, so that the network can learn abundant
features from different scales. We add a dilated convolutional
block at the last layer of the encoder to expand the receptive
field. The dilated convolutional block consists of four convolu-
tional subblocks, each with the dilation rate of 1, 2, 4, and 8,
respectively; each subblock is composed of a convolution layer
with kernel size of 3 X 3 X 3 and stride of 1, a Relu activation
layer,”® and a group normalization layer.”” We warp A by using
a spatial transformer networks (STN), and then evaluate the sim-
ilarity between warped ¢(A) and F. Considering that the
deformable registration focuses on local similarities, we employ
the patch-based cross-correlation as loss function:

P (3, (F(p;) —F(p))(W(p) — W(p)))’
(X, F(p) —F(p) (X, (Wip) —W(p))
2)
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where W = ¢(A), F and W are fixed image and registered image,
respectively; F' and W denote images with local mean intensities
subtracted. Voxel p; is the local neighborhood in n* (n = 9 in
our implementation) volumetric patch at the center of voxel p.
Conventional intensity-based similarity measures only evalu-
ate intensity-based features, but do not take structure similarity
into consideration. Considering the aim of registration is to
match all corresponding anatomical structures from two images,
in this study, an anatomical similarity loss is devised to weakly
supervise the training of the whole registration network. The
anatomical similarity loss is defined by the Dice index (DSC)
between the segmentation masks of the fixed image and the
warped moving image, and can be calculated as follows:

2|Srngp(u(Sm))]
S|+ [ (u(Sw))|”
where Sr and S, are the segmentation masks of the fixed and

moving images, respectively; ¢(u(Sy)) is the registered mov-
ing image. Note that the segmentation masks are only used in

L anar =1 3)
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TasLE II. The DSC (%), Hausdorff distance (HD), and average symmetric surface distance (ASSD) results (mean £ SD) on MindBoggle101 dataset
Methods Frontal Parital Occipital Temporal Cingulate
DSC (%) Before 16.3 + 8.1 209 + 6.3 16.6 + 7.6 21.6 + 6.6 15.6 +£ 9.9
SyN*? 544+ 45 468 + 6.8 498 + 5.0 481 + 62 492 +9.0
VM2 534 + 8.1 527+ 62 51.0 + 7.3 433 £ 76 483 +£92
FAIM* 572 + 6.8 551 + 7.1 537+ 65 469 + 6.9 50.8 +9.5
Multi-FC?** 583 + 7.1 50.4 + 7.3 554 + 6.9 477 + 79 543 + 8.9
SYMNet*’ 633 £52 552 + 7.4 593 + 6.3 49.0 £ 63 59.7 + 8.5
Ours w.o. affine 572+ 6.2 542 + 7.1 60.3 + 6.1 46.0 £ 72 457 + 82
Ours w.0. L apar 60.5 + 6.0 542+ 63 58.9 + 6.6 50.0 + 8.0 58.6 + 8.9
Ours 63.7+7.3 56.8 + 6.6 62.6 + 6.7 533+ 78 60.2 + 7.7
HD Before 183 + 4.9 185+ 5.3 19.5 + 4.5 10.6 + 3.5 82+ 0.9
SyN*? 112 + 2.2 3.0+ 1.9 14.8 + 3.8 6.8 + 2.3 79 + 2.0
VM2 132 + 3.6 13.0 + 1.8 13.5 + 4.6 8.6 £ 3.0 79 + 1.9
FAIM>* 129 + 2.7 133 £ 1.7 133 £ 4.4 87423 7.8 £ 2.1
Multi-FC?** 12.6 +£ 2.9 132+ 20 13.7 + 4.4 8.0 +24 80+22
SYMNet*’ 115 £ 42 134 + 3.4 143 + 2.1 8.1 + 3.4 8.1 +24
Ours w.o. affine 155 +£5.8 144 + 5.7 173 £ 5.1 9.8 £ 34 82+ 14
Ours w.0. L gpar 144 + 3.5 137 £ 2.6 13.8 + 3.8 87 +£29 87 +22
Ours 13.8 + 3.1 132425 129 + 3.6 79 +23 7.8 + 2.0
ASSD Before 428 + 2.66 2.82 + 1.09 3.99 + 2.30 2.84 + 1.03 1.99 4+ 0.49
SyN*? 132 £ 0.53 1.45 £+ 0.32 1.48 + 0.35 L11 £+ 0.27 137 + 0.66
VM2 151 + 033 132 + 0.33 136 + 0.32 132 £ 0.72 1.43 + 043
FAIM>* 142 +0.32 1.29 + 0.28 1.44 + 0.66 L12 + 0.46 1.20 + 0.58
Multi-EC** 1.34 + 0.28 1.29 + 0.23 1.39 + 0.53 1.06 + 0.53 1.20 + 0.63
SYMNet?’ 1.90 + 0.74 117 + 0.31 1.69 + 0.41 1.02 + 0.38 111 + 0.33
Ours w.o. affine 1.94 +0.78 1.40 + 0.36 2.69 + 0.51 1.66 + 0.34 114 + 0.23
Ours w.0. L gpar 1.96 + 1.39 137 + 0.51 1.34 + 0.76 1.39 + 0.79 1.33 £ 0.61
Ours 1.43 £+ 0.71 1.16 + 0.42 1.11 + 0.37 0.96 + 0.37 1.00 + 0.49
The best results are shown in bold.
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FiG. 4. The (a) DSC (%), (b) Hausdorff distance (HD), and (c) average symmetric surface distance (ASSD) results from SyN,33 VoxelMorph,22 FAIM,** Multi-
FC,** SYMNet,”” and our proposed network on MindBoggle101 dataset.

Medical Physics, 0 (0), xxxx



6 Zhu et al.: Deformable registration for brain MRI

VM

*R hippocampus

*R putamen

SyN
I Faim

*L putamen

*R caudate

*L caudate

R cingulate gyrus

*L cingulate gyrus

*R insular cortex

*L insular cortex

*R fusiform gyrus

*L fusiform gyrus

*R lingual gyrus

*L lingual gyrus

*R parahippocampal gyrus
*L parahippocampal gyrus
*R inferior temporal gyrus
*L inferior temporal gyrus
*R middle temporal gyrus
*L middle temporal gyrus
*R superior temporal gyrus
*L superior temporal gyrus

E Multi-FC
SYMNet
I Proposed

*R cuneus

*L cuneus

*R inferior occipital gyrus
*L inferior occipital gyrus
*R middle occipital gyrus
*L middle occipital gyrus
R superior occipital gyrus
*L superior occipital gyrus
*R precuneus

*L precuneus

*R angular gyrus

*L angular gyrus

*R supramarginal gyrus

L supramarginal gyrus
*R superior parietal gyrus
*L superior parietal gyrus

*R postcentral gyrus

L postcentral gyrus
R gyrus rectus
L gyrus rectus

*R lateral orbitofrontal gyr“sj=—
L lateral orbitofrontal gyrus

*R middle orbitofrontal gyrus
*R precentral gyrus

L precentral gyrus

R inferior frontal gyrus
*L inferior frontal gyrus
*R middle frontal gyrus
*L middle frontal gyrus
*R superior frontal gyrus
*L superior frontal gyrus

40 50

70 80 90
DSC (%)

Fic. 5. Comparisons of the DSC (%) results by SyN,** VoxelMorph,> FAIM,** Multi-FC,>* SYMNet,?’ and our proposed network, respectively. The results
were evaluated in terms of DSC values across the 54 ROIs in LPBA40 dataset, “*” indicates that the proposed network outperformed the state-of-the-art methods.

the network training phase; segmentation is not necessary in
the inference phase.

In addition, to avoid obtaining an unpractical or discontin-
uous deformation field, we also add a diffusion regularizer
L smoorn to impose smooth constraint of the nonrigid defor-
mation field ¢:

gxmooth = Z || V¢(P) ||2 (4)
PEQ

Therefore, the total loss is:
g(F,M) :gaﬁ"i_gsim+$anat+l$smoath, (5)

where 1 is a regularization parameter.
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2.C. Implementation details

In our experiments, each input volumetric image is resized to
size 192 x 192 x 192. The network is trained on a GPU of NVI-
DIA Tesla V100. The value of the regularization parameter A is
1000". For the whole registration network, the number of epochs
is set to 300. The network is implemented using Pytorch and
Adam optimization,” and the learning rate is initially set to
le-4, with 0.5 weight decay after every 10 epoch.

In our implementation, we conducted hyperparameter tuning. By
considering both the registration performance and computational
efficiency, the regularization parameter A is set as 1000.
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Fic. 6. Comparisons of the Hausdorff distance (HD) results by different methods on LPBA40 dataset. “*” indicates that our network outperformed the state-of-
the-art methods.

3. EXPERIMENTS AND RESULTS
3.A. Materials

The Institution’s Ethical Review Board approved all exper-

imental procedures involving human subjects. Experiments
were carried on three brain MRI datasets, including Mind-
boggle101,” LPBA40,?? and IX1.**

1. Mindbogglel101 (101 brain MRI images, each with

62 manually labeled region of interests (ROIs)):
62 images (42 for training and 20 for testing)
were involved to conduct experiments as described

in>*
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2. LPBA40 (40 brain MRI images, each with 54 manually

labeled ROIs): 30 images were randomly selected for
training and the remaining 10 images were used as the
testing set.

. IXT (30 brain MRI images, each with 95 manually

labeled ROIs): all 30 images were used for testing. In
order to investigate the generalization ability of the net-
work, we employed the model trained on other dataset
(here we used Mindbogglel01 dataset) to evaluate
images from IXI dataset.

All images were pre-processed by histogram and intensity
normalization.
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Fig. 7. Comparisons of the average symmetric surface distance (ASSD) results by different methods on LPBA40 dataset. “*” indicates that our network outper-

formed the state-of-the-art methods.

3.B. Evaluation metrics

To evaluate the performance of the registration, DSC,*
Hausdorff distance (HD),?® and average symmetric surface
distance (ASSD)*” were employed as the quantitative metrics.
The DSC is defined as:

= e (©6)

where Sy and S), are the segmented ROIs of the fixed and
moving images, respectively. The HD measures the longest
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distance over the shortest distances between the segmented
ROIs of the fixed and moving images. The ASSD can be cal-
culated as:

L (SdwBw+ $d0.Bs). @

ASSD =
|Br|+Bu| \ x5, VeB

where Br and By, are the segmented surfaces of the fixed and
moving images, respectively. The operator d(,) is the shortest
Euclidean distance operator.

All evaluations were calculated in 3D. A better registration
shall have larger DSC, and smaller HD and ASSD.
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Fic. 8. The (a) DSC (%), (b) Hausdorff distance (HD), and (c) average symmetric surface distance (ASSD) results from SyN,33 VoxelMorph,22 FAIM,** Multi-
FC,24 SYMNet,27 and our proposed network on LPBA40 dataset.
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F1G. 9. Some example registration results (rows 1 and 3) and their difference maps (rows 2 and 4) from different registration methods on Mindboggle101 dataset.
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FiG. 10. Some example registration results (rows 1 and 3) and their difference maps (rows 2 and 4) from different registration methods on LPBA40 dataset.

3.C. Evaluation on affine alignment

We first investigated the intermediate affine alignment
results obtained by our network, and compared them with
advanced normalization tools (ANTS)* and Freesufer
Toolkit.> The average DSC, HD, and ASSD results of five
regions obtained on Mindbogglel101 are shown in Table L.
From Table I, it can be observed that our subnetwork consis-
tently provided more accurate alignment than traditional rigid
registration methods did, which could be a better initializa-
tion for the subsequent deformable registration.

3.D. Comparisons with state-of-the-art methods

We then compared our network with four state-of-the-art
brain MRI registration methods: SyN,” VoxelMorph,*
FAIM,** Multi-FC, 2* and SYMNet.?” For a fair comparison,
we obtained their results either by directly taking the results
from their papers or by generating the results from the public
codes provided by the authors using the recommended
parameter setting.

The registration results on five regions of the brain images
from dataset MindBoggle101 are reported in Table II. It can
be observed that our network consistently achieved best regis-
tration performance with respect to DSC and ASSD metrics.
Regarding the HD evaluation, our network obtained the best
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HD values on occipital and cingulate regions; and the second
best HD on the partial and temporal regions. In Table I, it is
worth noting that our full network consistently outperformed
the independent deformable subnetwork (i.e., Ours w.o.
affine) with respect to all evaluation metrics. This compar-
ison demonstrates the integrated affine subnetwork con-
tributed to the improvement of registration accuracy. Note
that Table II also reports the results from the proposed net-
work without the using of anatomical similarity loss (i.e.,
Ours w.0. % 4nar)- It is demonstrated that the using of anatom-
ical similarity loss contributed to the improvement of registra-
tions. Figure 4 plots the average DSC, HD, and ASSD results
from compared state-of-the-art methods and our network on
MindBogglel01 dataset. Our network achieved overall satis-
factory registration performance.

For the LPBA40 dataset, we composed 10 images into 90
image pairs for testing, and calculated DSC values of 54 cor-
responding subregions from warped and fixed images. The
comparison results with respect to DSC, HD, and ASSD met-
rics are shown in Figs. 5-7. For the 54 subregions, the pro-
posed network achieved the best DSC, HD,and ASSD values
on 44, 26, and 33 subregions, respectively. Figure 8 plots the
average DSC, HD and ASSD results from different methods
on LPBA40 dataset. It can be observed that our network
achieved overall satisfactory registration performance on
LPBAA40 dataset.
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Fic. 11. Comparisons of the DSC (%) results by different methods. The results were evaluated in terms of DSC values across the 66 ROIs in IXI dataset, “*”

indicates that the proposed network outperformed the state-of-the-art methods.

Figures 9 and 10 show the visual comparisons from differ-
ent registration methods for two datasets, respectively. Our
network can generate more accurate registered images, and
the internal structures can be preserved consistently by using
our network.

3.E. Investigation of the generalization ability on IXI
dataset

To evaluate the model generalization ability, we directly
employed the trained model using Mindboggle101 to register
images from the IXI dataset. Note that SyN is not a learning-
based method thus we directly conducted it. IXI dataset has
95 subregions but 29 of them are extremely small regions.
Thus we measured DSC, HD, and ASSD values of the
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remaining 66 subregions. The comparison results with
respect to different metrics are shown in Figs. 11-13. For the
66 subregions, the proposed network achieved the best DSC,
HD, and ASSD values on 46, 32, and 49 subregions, respec-
tively, which shows that our network has satisfactory general-
ization ability. Figure 14 plots the average DSC, HD, and
ASSD results from different methods on IXI dataset. Our net-
work again attained overall satisfactory registration perfor-
mance on this dataset.

3.F. Comparison of time efficiency

We further compared the time efficiency. Table III lists the
inference time for registering a pair of images using different
methods. It can be observed that for the affine alignment, the
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Fic. 12. Comparisons of the Hausdorff distance (HD) results by different methods on IXI dataset. “*” indicates that our network outperformed the state-of-the-

art methods.

time spent by our affine subnetwork was much less than that
of the traditional affine alignment method (i.e., ANTS?)
using iterative optimization. For the deformable registration
procedure, our deformable subnetwork was a litter bit slower
than other deformable networks, which is mainly due to the
deeper architecture of our network design. However, consid-
ering the overall registration time, our end-to-end registration
network was much faster than other registration networks
which require extra affine alignment (i.e., alignment using
ANTS??) before deformable registration.

The training time for VoxelMorph,22 FAIM,34 Multi-FC,**
SYMNet*’ and our network on datasets Mindboggle101 and
LPBA40 were (134h, 45h), (254h, 134h), (299h, 144h),
(187h, 91h), and (188h, 104h), respectively. The training time
for our network was slower than that for VM,22 but faster
than that for FAIM** and Multi-FC.**
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4. DISCUSSION

We have proposed a joint affine and deformable network
to facilitate the workflow of 3D medical image registration.
The nonrigid registration is to search for the point-wise
displacement field to map homologous locations from the
target domain to the source domain. Due to the large
searching space and complicated deformation imposed,
most conventional nonrigid registration methods require an
independent rigid alignment before conducting the deform-
able registration. These two steps are often performed sepa-
rately thus cannot be jointly optimized. We have attempted
to tackle this issue by devise a deep neural network for
realizing affine and deformable registrations simultane-
ously. Experimental results on Section 3.C demonstrate that
our affine subnetwork can provide more accurate rigid
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the state-of-the-art methods.

alignment than traditional methods with respect to all eval-
uation metrics, thus could be a better initialization for the
subsequent deformable registration. The more important
impact is that the affine and deformable registration is a
seamless integration, so as to enable the trained network
performing nonrigid registration in one forward pass. In
such a way, our proposed network not only provides satis-
factory registration accuracy (see Table II), but also
achieves end-to-end registration thus is more efficient than
other deformable networks which require extra affine align-
ment for initialization (see Table III).

Conventional unsupervised registration networks optimize
the desired deformation field by evaluating the similarity
between images. Intensity-based similarity measures includ-
ing NCC, MI, and MSE are often used as the training loss.
Inspired by the boundary/surface-based registration, we have
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devised an anatomical similarity loss to weakly supervise the
training of the whole registration network. The efficacy of the
devised anatomical similarity loss can be demonstrated from
Table II (Ours w.0. Z 40 Vs Ours). By simultaneously evalu-
ating the intensity- and structure-based similarities, the net-
work can provide more accurate and robust registration
results.

Compared to unsupervised registration networks, the
main limitation of our method is that network training
needs extra segmentation masks. However, the segmenta-
tion masks are only needed in the network training phase.
When the network is well trained, the registration infer-
ence can be conducted without the presence of the image
segmentation. To more effectively using the segmentation
masks, our future study will focus on the joint registration
and segmentation tasks.
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FiG. 14. The (a) DSC (%), (b) Hausdorff distance (HD), and (c) average symmetric surface distance (ASSD) results from SyN,33 VoxelMorph,22 FAIM,** Multi-

FC,24 SYMNet,27 and our proposed network on IXI dataset.

TasLE III. Inference time (second) for registering a pair of images using dif-
ferent methods

Methods Mindboggle101 LPBA40 IXT
ANTS* (affine 819 £ 030 773 +£027 9.3 +0.29
alignment)

SyN*? 3924 +2.07 33.32 + 146 40.10 + 2.01
vM* 0.66 & 0.01 0.11 £ 0.01  0.73 + 0.01
FAIM** 117 +£001 049 4+0.01 126 £ 0.01
Multi-FC** 1.34 + 0.01 0454+ 0.01 141 £ 0.01
SYMNet?’ 112+ 001  0.66+ 001 124 + 0.0l
Ours (affine only) 0.27 £+ 0.01 0.29 £ 0.01 0.49 + 0.01
Ours 1.78 + 0.01 118 + 0.01  1.81 + 0.01

5. CONCLUSION

In this paper, we have introduced a 3D end-to-end medical
image registration strategy. Our network cascades the affine
alignment and deformable registration subnetworks. These
two subnetworks share network parameters to maximize reg-
istration performance while reducing parameters. The net-
work was trained in a weakly supervised manner by
calculating global and local image similarities, and the
devised anatomical similarity. Finally, the trained network
can perform deformable registration in one forward pass.
Extensive experiments on various brain MRI datasets demon-
strate that our network achieved volumetric registration effec-
tively and robustly, and consistently outperformed state-of-
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the-art methods. The proposed network provides accurate and
robust volumetric registration without any pre-alignment
requirement, which facilitates the end-to-end deformable reg-
istration.
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